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Talk outline

1. Acknowledgements

2. Managing Photon and Neutron data

3. The Photon and Neutron Open Science Cloud

4. The carbon footprint of raw data 

5. How does this benefit Users i.e you?



I’d like to begin by acknowledging the Traditional Owners of 

the land on which we meet today. I would also like to pay my 

respects to Elders past and present. I acknowledge the first 

custodians of this land who gathered an amazing body of 

knowledge over tens of thousands of years.



I acknowledge the Committee on Data of the IUCr. I thank 

the members of CommDat who have played a key role in 

motivating the work to make FAIR data reality for the 

Photon and Neutron community (and this talk). 

A special thanks to John Helliwell 

who led CommDat since the beginning 

in 2016 up until now.  



https://www.iucr.org/iucr/governance/advisory-

committees/committee-on-data

https://www.iucr.org/iucr/governance/advisory-committees/committee-on-data


https://www.iucr.org/resources/data/commdat/melbourne-workshop

TODAY - Friday

at 1:10 pm – 3:30 pm

https://www.iucr.org/resources/data/commdat/melbourne-workshop


Next generation of photon sources

http://dx.doi.org/10.1016/j.elspec.2013.12.007

http://dx.doi.org/10.1016/j.elspec.2013.12.007


Next generation of data sources

1. Current photon sources produce petabytes of data / year

2. Next generation will produce 10-100s of petabytes / year

3. Users + facilities are challenged by the data volumes

4. Reminder: 1 petabyte = 32 year long MP3
Avatar 1 = 1 petabyte, 
Avatar 2 = 18 petabytes



Users + Facilities feel the weight of data

Users
• Huge data volumes

Tera → Petabytes
• Sample metadata
• Raw data quality
• Data processing
• Data exporting
• FAIR data

data

Facilities
• Huge data volumes

Peta → Exabytes
• Data acquisition
• Metadata collection
• Data curation
• Data archiving
• FAIR data



How to reduce the data pressure

Users
• Data scientists
• Provide metadata
• Keep logbooks
• Data management 

checklist / plans
• Publish data
• Cite data

data

Facilities
• Data managers
• Curate raw data
• Online processing
• Metadata catalogues
• Data repositories
• Remote analysis
• Data portals

This talk is about reducing reduce the burden 

on Users to manage and make data FAIR
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How can the EC help solve the data issues?

1. European Commission funds 
common activities

2. One of the activities of European 
Data Strategy is the European 
Open Science Cloud (EOSC)

3. Photon and Neutron sources in
Europe are seen as part of the 
EOSC as data providers



The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.

The vision (2016)
European Open Science Cloud 
- The vision -

➢ Bridging todays fragmented 
and ad-hoc solutions; 
towards a federation of data 
infrastructures

➢ FAIR data and services for 
data storage, management, 
analysis and re-use across 
borders and disciplines

➢ Added value for data-driven 
science, reproducible science, 
interdisciplinary research, 
digital innovation (EU DSM)



The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.

The vision (2016)Service dimension of the EOSC

The EOSC will provide two million EU researchers with:

✓ A catalogue of European research data 

funded with public money;

✓ A catalogue of services to re-use these data;

✓ Tools to make their own data open and FAIR;

✓ Advanced tools to merge and analyse the 

data in a secure environment;

✓ A simple access gateway to these services (EOSC Portal).



The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.

The vision (2016)
Not a cloud from Brussels, but a research 
Data Commons driven by the stakeholders

EOSC 

declaration

2017

Together, we can create a European Research Data Commons that will not only 

benefit Europe but help tackle the societal challenges worldwide.  EOSC-A

EOSC 

Association 

2020

Vienna 

Declaration

2018



European support for the PaN community

2010 2015 2018 2021

Common data policy
Software Catalogue Jupyter

Data Management PlansFAIR data policy
Remote analysis

Training platform
UmbrellaID

e-neutron
AARC Blueprint eduTeams

Policies
Analysis
AAI

Training

2019 2020 2021 2022 2023

European Open Science Cloud 



Two EOSC projects for PaN : PaNOSC and ExPaNDS

Photon (LEAPS) Neutron (LENS)

PaNOSC

ExPaNDS

DESY

STFC

CESNET





PaNOSC + ExPaNDS - Main Achievements

1. FAIR data policy and DMPs
2. Standardised metadata (Nexus/HDF5)
3. Guidelines for FAIR data self-evaluation 
4. Federated search API for PaN data catalogues
5. Open Data portal for searching + downloading data
6. Community AAI UmbrellaId
7. JupyterLab notebooks and Nexus/HDF5 files visualisation
8. Remote data analysis with VISA + data analysis pipelines
9. Simulation software for simulating experimental data (ViNYL)
10.PaN-learning platform (pan-learning.org)



Active Data Management Plans 

1. ExPaNDS and PaNOSC have adopted active DMPs
2. Active DMPs are updated at different phases of the project
3. ESS and ESRF have chosen to use DS Wizard developed by Elixir
4. Example of implementation @ ESRF 

1. Automatically generates a DMP automatically for every proposal
2. 50 out of 82 questions are automatically filled in from DP/User/Data Portals
3. DMPs offer a structured way to communicate information
4. Users can use the DMP for satisfy funders requirements
5. Next step is to use the DMPs to ensure users can manage their data



ESRF 
DMP 
service



HDF5 is needed to acquire, process and store large datasets and has 
been adopted as de facto standard across most facilities (with NeXus
conventions for metadata)

New Features

• Multi-dataset I/O
• Selection and vector I/O
• Subfiling VFD
• Multi-Threaded 

Concurrency (WIP)
• Sparse data storage (WIP)

PaNOSC developed H5Web to 
make HDF5 even easier



H5Web Visualization Ecosystem

Visualization componentsGeneric HDF5 file viewer

• Integrated into data portals + web apps (ESRF, 

EuXFEL, DLS, AS, …), for viewing files 

generated during experiments

• Available as JupyterLab and VS Code 

extensions, and as stand-alone web service, 

myHDF5, for viewing local and remote HDF5 

files

Used in various web applications at ESRF including:

• Braggy, diffraction image viewer (screenshot 

above)

• Daiquiri, beamline control and data acquisition 

software

https://github.com/silx-kit/h5web

https://github.com/silx-kit/h5web


HDF5 file viewing on the web made easy 
https://myhdf5.hdfgroup.org/

https://myhdf5.hdfgroup.org/view?url=https://zenodo.org/record/4751241/files/sinograms_xrdct_ceramic.h5?download=1

https://myhdf5.hdfgroup.org/view?url=https://zenodo.org/record/4751241/files/sinograms_xrdct_ceramic.h5?download=1


Data compression is essential to deal with the “too much” data 
being produced by detectors – register for the workshop here 
https://indico.desy.de/event/39343/

https://indico.desy.de/event/39343/


Support for Jupyter notebooks

● Jupyter service now available at all PaNOSC 

and most ExPaNDS sites

● Jupyter on Slurm service developed: 

https://github.com/silx-kit/jupyterhub_moss/

● H5Web Jupyterlab plugin developed

● VISA provides Jupyter service

● PaN e-learning platform provides Jupyter as a 

service

● PaNOSC summer school trained participants  

to program in Python using Jupyter

● EGI provided Jupyter and Binder as a service

Ten computer codes that

transformed science

Nature 589, 344-348 (2021)

doi: https://doi.org/10.1038/d41586-

021-00075-2

https://github.com/silx-kit/jupyterhub_moss/


Open Science with Jupyter notebooks

● Notebooks are a combination of code, output and annotation in one 

document

● If used appropriately, makes publications reproducible 

● For example: one notebook per figure in publication

● Notebooks from reproducible publications make the work re-usable 

● Currently, lots of time is used by researchers to repeat the work of others, 

before they can advance science.

PaNOSC provides training on making reproducible publications for FAIR data
https://youtu.be/vStbMUDI_jU



The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.

VISA - Remote Data Processing/analyses 
platform

Infrastructure for remote data 

processing / analysis

Users dedicated VM

Access to data

Access to Provisioning of scientific 

SW using CVMFS and Containers

Access to the GPUs, HPC cluster

Infrastructure based on OpenStack

Development led by ILL in the 

scope of the PaNOSC project



The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.

ESRF-EBS serial crystallography beamline (ID29) 
produced > 1.2 PB in first 6 months



VISA for ID29 SSX - demo dataset and processing 

07/07/2023 30

911Gb data collected in 8 min

80K images collected

Users avg collect: 25Tb/12hrs

manual processing 

from command line

2 images/sec

CVMFS module to load 

softwares

Automated script to access 

SLURM cluster



VISA for ID29 SSX – graphical viewers performance 
acceptable in a VISA virtual machine via browser

07/07/2023 31



Open Training - courses on Pan-learning.org 

https://e-learning.pan-training.eu/moodle/

Achieving100% Open Educational Resources: 

1. Publish training material on pan-training.org

2. Develop learning material on pan-learning.org 

https://e-learning.pan-training.eu/moodle/


Share training material, videos, events, etc. on Pan-training.org 

https://pan-training.eu/

https://pan-training.eu/


PaN Data Commons - What , Why and How

1. Create new kind of User community –
PaN Open Data User Community

2. Open Data are findable via one portal
3. Users can analyse the Open Data on their 

own or request “Data-Time” for help
4. Users can train, analyse, verify, publish

“The vital role of primary experimental data 

for ensuring trust in (Photon & Neutron) 

science”

https://doi.org/10.5281/zenodo.5155882

https://doi.org/10.5281/zenodo.5155882
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What is a Data Commons?

https://openfuture.eu/publication/public-data-commons/

The overarching goal of the NIH Data 
Commons was to accelerate new 

biomedical discoveries by developing 
and testing a cloud-based platform 

where investigators could store, share, 
access, and interact with digital objects 
(data, software, etc.) generated from 
biomedical and behavioral research.

https://commonfund.nih.gov/commons

https://datacommons.org/

https://openfuture.eu/publication/public-data-commons/
https://commonfund.nih.gov/commons
https://datacommons.org/


NOMAD: Publishing research data
More than 12 million of simulations (22 billion quantities) from 
over 500 authors world-wide

➔ Free publication and sharing data of data

➔ Extracts rich metadata for more than 50 codes

➔ All data in a raw and a common machine readable from 

➔ Use integrated tools to explore, visualize, and analyze

Slide courtesy of Markus Scheidgen
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PaN Open Data Repository

image: http://blogs.nature.com/scientificdata/2013/07/23/scientific-data-to-complement-and-promote-public-data-repositories/

PaN Search API

Local repositories

PaN Open Data Portal

Citizen 

Science
Open 

Science

http://blogs.nature.com/scientificdata/2013/07/23/scientific-data-to-complement-and-promote-public-data-repositories/


The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.

PaN Data Portal - https://data.panosc.eu

https://data.panosc.eu/


The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.

Human Organ Atlas - https://human-organ-atlas.esrf.eu

https://data.panosc.eu/


Join us at this workshop on leveraging Open Data
https://indico.synchrotron-soleil.fr/event/67/

https://indico.synchrotron-soleil.fr/event/67/


The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.
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Yes, already adopted (Y) Planned to be adopted (P) 

Not Planning to be adopted (N) Under evaluation (U) 

In progress of being adopted (WIP) 
 

FACILITY

FAIR 

data 

policy

DMPs DOIs
Nexus 

HDF5

Search 

API

Open 

Data 

Portal

AAI
Jupyter

Lab
VISA

VINYL/

OASYS/

McStas

Pan-

learning/ 

training

ALBA P P WIP WIP WIP WIP P Y WIP N U

DESY WIP WIP WIP Y WIP P WIP Y U Y WIP

CERIC-

ERIC Y WIP Y WIP Y Y Y Y Y Y Y

DIAMOND

ELETTRA Y WIP Y Y Y Y Y Y Y Y Y

ESRF Y Y Y Y Y Y Y Y Y Y Y

ELI-ERIC Y Y P Y Y Y WIP Y Y Y Y

ESS Y Y Y Y Y Y Y WIP WIP Y Y

EuXFEL Y WIP Y WIP Y Y WIP Y WIP Y Y

FELIX Y P WIP U U WIP U U N N U

HZB Y P WIP Y P Y P U U U U

HZDR Y WIP Y N U Y Y Y P WIP Y

ILL Y WIP Y Y WIP Y Y Y Y Y WIP

MAX-IV WIP U Y Y Y Y Y Y U U U

PSI Y WIP Y WIP Y Y WIP WIP N N N

PTB Y WIP Y WIP N Y N N N N N

SOLARIS

SOLEIL Y WIP WIP Y WIP WIP Y WIP WIP U Y

SESAME Y U P Y P WIP P P N Y N



2023 – PaNOSC continues as a community activity

1. Text

PaNOSC Partners are members of LEAPS + LENS



Vision of Senior Level Engagement

The Extreme Light Infrastructure ERIC (ELI)

We are increasingly seeing in 

some communities, 

the recognition that by 

sharing the data on an 

appropriate timescale, ideally 

as soon as possible, there are 

some real benefits to be had. 

So, I think the challenge, the 

cultural challenge is to 

demonstrate to the science 

community at large that 

actually the benefits greatly 

overwhelm the risks.

To get optimum value out of 

having open data ... we need to 

be inclusive, we need to actually 

involve as many different 

facilities and research 

establishments as possible and 

that is a really big coordination 

job.

What the 

ExPaNDS and PaNOSC

grants provided is an excellent 

basis for continuing this work on 

open data and being able to 

share data.

Data collection is not 

enough, advances only 

come through the 

interpretation of data.

There was always an 

understandable sense of data 

ownership from the scientists 

who conducted the 

experiments but the 

interdisciplinary research of 

today requires a new way of 

thinking. 



LEAPS Data Strategy 

https://doi.org/10.1140/epjp/s13360-023-04189-6

https://doi.org/10.1140/epjp/s13360-023-04189-6


• The data that PUMA can access at ESRF includes information about the 

instruments and beamlines, techniques, scientific areas, authors, member 

countries, publications (>40,000), public proposals submitted (>46,000) and 

accepted (>20,000), and industrial proposals (>1,300).

•

• Additional publication metadata is loaded into PUMA using open data web 

services (citations, keywords, abstract, authors...)

• PUMA provides a quantifiable view of the data, not only enabling conclusions 

about the science currently being carried out at the ESRF, but also helping to 

identify trends. 

• It facilitates reporting for the ESRF management and supports strategic 

planning for the facility. 

PUMA – Publication and User experiment 

Metadata Analyser



Explore corpus using advanced search 
– Proposal & publications
– Full text search (title/abstract/pdf text)
– Instruments, institutions, authors, journals.

PUMA – explore corpus



• Topic collections (proposal/publications) can be created within 

PUMA for custom reporting.

• Example : “sustainable energy research”, “neurodegenerative 

diseases research” “human organ atlas”

• Dashboard based on your custom collection is then available to 

report on various metrics (Country, institutions, instrument used, 

open access, journals, citations...) 

• In production at ESRF + ILL, soon at SOLEIL (as part of an EU 

project)

• Contact Renaud Duyme @ ESRF if you are interested

PUMA – custom searches



Clarivates : Web Of Science & Incites.

Positive
Extended publication corpus (contains all scientific publications )
Advanced publication categorisation (“citation topics”) 
Advanced KPI indicators (Incites)

Negative
Generic tool not built for Instrument Facilities
No direct integration with Facility publication corpus
No Proposal/Experiment/Instruments stats
Searches only on title/abstract (full publication content not available)
No Open Data stats

PUMA – comparison with commercial tools





ESRF IT devices electrical consumption

24th October 2022 - EIROForum Environment 

Ad hoc Group - J-F. Perrin ESRF-TID-IT 

services

Page 50

Network 
devices

Video 
projectors

DTEN

Photocopier
s

Screens 

Servers 
Windows

Personal 
desktops

Personal 
laptops

BL and Lab 
machines

Infrastructur
e servers

HPC

Storage
Tape

libraries

ESRF Electrical consumption e.g. 2018 ESRF Electrical consumption – IT Only

Source TID BIG 2018

Source TID ITS 2021

2 549 016 KWH



The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.

IT – impact on climate in 2021

Page 51

24th October 2022 - EIROForum Environment Ad hoc Group - J-F. Perrin ESRF-TID-IT services

3.08 kt
C02equ

Network 
devices

4%

Screens 
28%

Desktops 
Windows

11%

Laptops 
Windows

6%

BL machines
12%

HPC
12%

Servers
15%

Storage
10%

Tapes
2%

+ 

(Manufacturing + Transport) / Equipment life time

=

Source 

– IT Elec. consumtion 2021 : TID ITS. 

– Manufacturing & transport : Suppliers  (Dell, Lenovo…)

Elec consumption 2021 ( 2 549 016 kWh x 35 gC02 = 89 tC02e)



The ExPaNDS project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 857641.
The PaNOSC project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 823852.

Equivalent – CO2e

3kt C02e IT carbon 
footprint at ESRF for 1 year

Page 52

ADEME Tool to calculcate CO2eq  

equivalent for different objects : 

https://impactco2.fr/convertisseur

ADEME : In France average emission is

10t CO2 per year per person, should be

reduced to 2t.

395 return flights 

Geneva/Melbourne

(16512 km)



Disk vs Tape storage for a year

Page 53

Tape library with 1000PB (LTO8)

Tape library with 220 PB (LTO8)

KgC02 # time life (years) Total manufacturing KgCO2 Electrical consumption Total KgC02 Volume PB

Elements 8000 10 15 5333.333333

Robots 836 2 15 111.4666667

drives 45 33 6 247.5

tapes 7 11000 6 12833.33333 220

Total 18526 1123 19648 89 KgCO2/PB 

Disk storage (Spinning disks – GSS Lenovo)

KgC02 # time life (years) Total manufacturing KgCO2 Electrical consumption Total KgC02 Volume PB

Storage Servers (GSS Lenovo) 54000 4 5 43200 10 443 53 643

20

Total 43200 10443 53643 2682 KgCO2/PB

Disk storage vs Tape over a year (source IBM, FUJI, LENOVO)

KgC02 # time life (years) Total KgCO2 (manufacturing + transporta) Electrical consumption Total KgC02 Volume PB

Elements 8000 10 15 5333.333333

Robots 836 2 15 111.4666667

drives 45 33 6 247.5

tapes 7 51200 6 59731.78 9

Total 65424 1123 66547 66 KgCO2/PB



Estimated carbon footprint of experiment

● User Travel = 1170 kg

● Beamtime energy consumption = 2056 kg

● Data stored on disk = 1.8 kg

● Data processing on site =  12.6 kg

● Cloud transfer = 2.3 kg

CO2e per kwH in France = 75 g/kWh

TOTAL = 3.253 tons !

Sustainable Goal = 5 tons / human / yr

0

500

1000

1500

2000

2500

Travel
Facility

Disk
Processing

Cloud

Carbon footprint for 1 week experiment @ ESRF

Series 1 Column1 Column2



Carbon footprint of archiving data

● 200 GB Data archived on tape for 10 years (full tape library )

~ 13 g * 10 yrs = 130 grams 

• ARCHIVING raw data for 10 years 

4e-6 % of CO2eq of beam time

to acquire the raw data!

.13
3253



DNA – the ultimate storage medium for raw data?

“Experiments have 
confirmed the high 
theoretical information 
density of nearly 455 
billion GB of data per 
gram i.e. 455 petabytes 
/ gram, ~6 orders of 
magnitude greater than 
even the most advanced 
magnetic tape storage 
systems”

Matange, K., Tuck, J.M. & Keung, A.J. DNA stability: a central design 

consideration for DNA data storage systems. Nat Commun 12, 1358 

(2021). https://doi.org/10.1038/s41467-021-21587-5

How DNA storage works



[CheckCif for Raw Data]Crystal structure of the second extracellular 

domain of human tetraspanin D9: twinning 

and diffuse scattering

IUCr Journals has launched IUCrData’s Raw Data Letters 

Scientists are encouraged to publish raw data!



“If you don't 

want to share 

data why 

become a 

scientist?”



Conclusion

1. The Photon and Neutron Open Science Cloud is 
implementing a Data Commons of FAIR data 
and will provide data to the scientific community

2. Facilities have the role of managing data for Users

3. Users role is to enrich metadata, publish and cite data

4. IUCr CommDat must continue its good work!



Thank you 

1. PaNOSC + ExPaNDS collaborators
2. LEAPS and LENS facilities
3. IUCr Committee on Data
4. Users for use cases, data and feedback
5. European Commission for funding EOSC
6. ESRF colleagues Jean-Francois Perrin, Renaud Duyme, 

Daniele de Sanctis, Gerd Heber (HDF Group) and the EC for 
slides


