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Executive Summary

Overall, the work package is advancing according to plan. This document marks the delivery of a federated
search demonstrator for open data proofof-concept centralised search service to access all PaNOSC sites
at the same time. The API of federated search provides essentially the same service as the base search API
reported in Deliverable 3.1. The prominent added feature is that seatdries are propagated to a
configurable number of underlying search providers, returned results are aggregated and provided to the
client. The providers are expected to be the search service instances implemented by all PaNOSC and
ExPaNDSh{tps://expands.e) partner sites, but any further facilities can join this effort. There is an
agreement with the cataloguing work package of the ExPaNDS project that the APl can be used as a common
target by boh projects. The federated search service allows to find datasets and data publications from any
number of configured sites based on relevant domain specific metadata and can be used by third parties to
find data that has been released from any facility ospd embargo period, as well as by the original
researchers.

The resulting service will be an important entry point for anyone to use the EOSC visualisation, processing or
data transfer services that are being developed in other PaNOSC WPs. Spetiiceallyas been joint work

on a custom graphical search user interface in cooperation with PaNOSC WP4 as part of the data portal
development task

The main purpose of this demonstrator is to form a checkpoint for development. It helps identify issues in
the design and plan of the development, by putting items to a-maifld test. This deliverable summarizes

the design decisions taken for the federated search demonstrator, describes its architecture, some
implementation and deployment details. The demonstrattas been deployed and tested at partner
facilities, but it is packaged and documented in sufficient detail so that deployment by interested parties is
relatively straightforward. It will continue to be used for further testing and as a basis of theogeveht of

a production system.

Introduction

This document summarises the development of a federated search demonstrator created in the PaNOSC
Work Package 3. It explains the development and many of the decisions made as well as open tasks for future
develgpment.

The ultimate goal of the domain specific search service developed in PaNOSC is to provide a unified way
across facilities for scientists to find data using a variety of parameters. These parameters could include the
facility, instrument or experimertechnique used to collect it or its main experiment parameters including
source (Xay or neutron beam) characteristics, sample information or detector details, or the name of
investigators related to it, that originate from ttdifferent institutes in ANOSC.

Following up from the development of the common search API (D3.1) it is a natural next step for all PaNOSC
to be targeted by a single search query, aggregating matching results from all sites in a common result list.
This federated search demonstaatfulfils this requirement as a proof of concept implementation. It is useful

to test and evaluate the compliance of the search implementations at partner catalogues, explore the
commonality in metadata vocabularies and it can serve as a basis for acimdteady servic@rovided

towards the EOSC (seigiie 1).

4
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Figure 1: Overview of targeted deployment at partner sites and use of search API.

ExPaNDS, the INFRAEOSIKE project, European Open Science Cloud (EOSC) Photon and Neutron Data
Service, withan additional ten national Photon and Neutron Research Infrastructures (PaN RIs) is working
closely with PaNOSC on common objectives, especially in this data catalogue work package. ExPaNDS partner
facilities have committed themselves to roll out comptiamplementations of the search API that can be
federated in the same search provider. This enables users to carry out domain specific searches throughout
most PaN RIs in Europe. It has to be pointed out that ExPaNDS facilities take an active roleaNQBE P
development activities with their expertise.

The description of the data structures used to compose a search query is a defining part of the API. Results
of the search are returned in the same data model, shown in Figure 2, as it was release@livéradle

D3.1. The federated search demonstrator uses the same semantics and also the identical data model. As a
result, any client that can be used to query an individual data catalogue compliant with the common search
API will by design also work withe federated, aggregated service.
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Figure 2: Search API data model

As background the documentation about the search API and the federated search service is open and
available on the PaNOSC confluence platform https://confluence.panosc.eu. Confligeracecantent
collaboration tool used to help teams collaborate and share knowledge therefore it is well suited to act as a
documentation repository for the common search APl and more generally for the PaNOSC project. The search
API calls are described inetftOpenAPI formathftps://www.openapis.org)j and a tool called Swagger Ul is
dzaSR (2 @GA&dzZd tAT S YR AYyGSNIOG 6AGK GKS 1t LQ& NB:
place bttps://confluence.panosc.eu/x/TwGnThe search API calls are based on aaefihed and common

data model whose entityelationship schema can be found lattps://confluencepanosc.eu/x/IQD8The

federated search demonstrator service API is identical to the base search API, and thus is not documented
separately.
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Progress in the WP since the last
deliverable

After the previous deliverable, work progressed towards implenmené federated search service based on

the API definition. Substantial effort has been put by the partners into setting up their search API instances,
the socalled search providers in order to provide an environment for federation.

GitHub continues to béhe main repository for both the code and the documentation and Confluence is
being used more and more to draw up documentation, guides and functional diagrams, moreover, it stores
also some pesite implementation information like the endpoints of thedferated search API (provider).

The WP patrticipants regularly meet on monthly video conferencing to review and discuss the ongoing WP
activities. Since the very start of the ExPaNDS project the WP meetings have seen a growing involvement of
ExPaNDS peoplend are now regularly held together since both projects can benefit one another and the
photon and neutron community as a whole. When needed further meetings were scheduled to discuss and
deepen single topics like the Ontologies and Beslerated Search Damstrator.

The spread of the Coronavirus pandemic with the consequent travel restrictions has made it impossible to
have face to face meetings and workshops so, of necessity, the partners actually continued to interact
exclusively via video conferences.

The Federated Search API provides an identical API to the standard Search API (defined in D3.1).,Therefore
a client of the Federated Search API can query for results using the same syntax as the Search API and results
are returned in the same format. Thiasithe advantage that client applications (such as the Portal of WP4)
can be easily configured to point to individual site Search APIs or the Federated Search API without any logical
changes.

To assist in the development and testing of the Federated S&detlit was decided that each facility would
provide either a working endpoint with a minimal set of data or a simple JSON data file containing relevant
metadata about documents and datasets. Each site would therefore have data present in the aggregated
results of the demonstrator. The Search API code availab@&tbtub(https://github.com/panoseeu/search

api) allows for the use of a simple JSON data file as a statece. Several partner sites hatherefore
successfully reused the same code for providing valid API endpoints. All sites with Open Data have therefore
been incorporated in the Federated Search Demonstrator and have data available from the search results.

Progress at Partners

One of the nain objectives of PaNOSC is to open up the large repositories of experimental data collected
from measurements and experiments at photon and neutron European Research Infrastructures (RIs) to the
scientific communities at large under the open data and &R principles. Due to the large number and
volume of the datasets, being able to identify what data is and is not relevant before processing or
transferring them is a strong requirement. To this end, the PaNOSC facilities have deployed data catalogues
that store metadata and support domain specific searches. Table 1 shows the status before this project was
started, with a number of different catalogues, based on different technologies
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Table 1: Overview of Data Catalogues deployed at the PaNOSC facil ities
and some related information from the start of PaNOSC (Status 2019)

Partner CERIC ESS ELI ESRF L XFEL
vuo
Catalogue online storage SciCat TBD ICAT ILL Own myMdC
NOT a catalogue
URL https://vuo.elettra.trieste.it https://scicat.esss.se -~ https://datahub.esrffr https://data.il.eu https://in.xfel.eu/metadata
Login required Yes Yes - Yes Yes Yes

EDF, SPEC, MCA, CBF,

NeXus, HDF5, ASCII NeXus and ILL

File fol t NeX = CCD, MCCD, HDFS5, HDF5
fle formats and many others exus ASCIl
NeXus
Database Oracle MongoDB -— Oracle and MongoDB Oracle MySQL and PostgreSQL
Language Plsql, Python Javascript -— JAVA and Javascript PHP App: Ruby(onRails), Client:
Python
Main technologies WebDAV, Guacamole Angular - React, NodelS, EJB, JPA  Symfony, JQuery Rails
Number of public - .
datasets/files ofo 181/250,000 - S40K/157M 250K/am o/o0
Using OAI-PMH No Almost — Ne No No
Minting DOIs Yes Yes - Yes Yes Yes
Embargoed for 3 Embargoed for 3 to Embargoed for 3 with
Datafembargo policy Not defined Embargoed for 3 years -— years, ESRF Data Polic 5 years, ILL Data possible extension to 5
, y P— .
Policy years, XFEL Data Policy
Number of instruments
connected to data None 1 - 17 54 16

catalogue

In order to get relevant information about the datasets held to the user communities, the project aims to
deploy two different mechanisms. One is to open a service for harvestatgdata on all open access data

to the EOSC aggregating repositories, namely OpenAlRE and B2Find. This will make the data available to the
wider EOSC community, together with the data from other domains.

Alternatively, the common search Application Paxgming Interface (API) will provide a uniform way via a

web portal or computer program to interrogate all data catalogues with specific searches in order to find
data of interest by an individual.

The partners keep track of their progress towards providirgparch API endpoint at the confluence page
https://confluence.panosc.eu/display/wp3/Search+APable 2 presents a snapshot of the current status at
partner sites.

Table 2: Overview of catalogue URLSs for the search API endpoints
and the status of exposed data (Status March 2021)

Facility Search provider base URL Dataset Exposure

CERIG http://panosc - Placeholder information

ERIC search.apps.okd2.ceric.fedcloud.eu/api

ELI no endpoint

ESRF https://icatplus.esrf.fr/api/ Live data

ESS https://scitest.esss.lu.se/panosc -explorer Live data with public
datasets

8
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ILL http://data.ill.fr/fairdata/api Snapshot from end of
2020
XFEL https://in.xfel.eu/metadata/api -docs/index.html Live data (pass word
required)
CERIERIC

In the beginning of 2021, the ICAT data catalogue was formally adopted. Populating it with metadata for
selected open access investigations is in progress. ICAT services run on cloud resources
(https://cericat.apps.okd2.ceric.fedcloud.6u® / 9wL/ Q& dzaSN&ER OFy ONBFGS 5h
provider used is DataCite with prefix 10.34967. It is foreseen that soon it will be possible to create DOIs for
the Datasetas well.

Last year CERIC registered to re3data.org, OpenAIRE and B2FIND. At the very beginnifigRiCEpti€ific
OAIPMH implementation was deployed to expose an endpoithttpé://data.cericeric.eu/oak
pmh/oai2?verb=Identify. It still serves metadata related to a few test proposals. Since ICAT has been
adopted work is ongoing to replace our @WH implementation with the one provided by the gmnh ICAT
plugin fttps://github.com/icatproject/icat.oaipmi.

The default implementation of the WP3 search ARtpg://github.com/panoseeu/searchapi) has been
deployed http://panosc-search.apps.okd?2.ceric.fedcloud.@ufrhis endpoint currently serves a snapshot of
metadata related to 3 investigations with data in the public domain. In the near future the Itefatk
package Search API will be replaced by the ICAT search API plugin.

Given a significant increase in the number of data saved in the storage infrastructure in the last year it is
foreseen during this year (2021) to increase the number of metaddtaoted in the ICAT catalogue. As a
conseguenceas soon as they will become opancess they will be available to OpenAire and B2Find through
the ICATOAIPMHinterface.

ELI

The Extreme Light Infrastructure (ELI) consists of complementary facilitigsdacathe Czech Republic,
Hungary and Romania. The ELI facilities, built as individual construction projects, are now coming together
as an integrated organization, the ELI European Research Infrastructure Consortium (ELI ERIC), that will be in
charge otheir joint operations.

The ELI sites are in the process of building and commissioning their experiments and beamlines. That means
no publishable experimental data is available at this point. Current work has concentrated on designing and
building the neessary background infrastructure to capture, secure, store raw experiment data, together
with its associated auxiliary data and metadata. To this end ELI is actively participating in multiple PaNOSC
activities, working on the development and custom integra of different PaN tools and begtractices. As

part of this development and integration process, ELI sites have deployed and tested the development
versions of the search APl of PaNOSC WP3, and they are now further continuing the work on developing a
custom Ul Further, ELI took a leading part in defining and implementing the federated search demonstrator.

9
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ESRF

There are more than 40 beamlines currently performing experiments at the ESRF. Their data and metadata
are archived and stored in a metadataalague named ICAhtfps://icatproject.org/). Following the ESRF

data policy ttp://www.esrf.eu/datapolicy), the data is made available as soon as the data is produced
accessible via the data portdit{ps://data.esrf.fr). Data and metadata will be publicly available after the
embargo period (3 years) during which access is restricted to the experimental team, representedPhy the
Each investigation has its own persistent identifier (DOI) that is obtained from Datacite
(https://datacite.org/).

An OAIPMH endpoint has been developed and provides access to the high level metadata of all the
investigations done at the ESRHt[fs://icatplus.esrf.fr/oaipml). Besides, a search API has been deployed
inline with the PANOSC deliverable that exposes a subset of the public data
(https://icatplus.esrf.fr/api/dataset?. It is foreseen during this year (2021) to enrich the metadata provided

by OAIPMH, include all public data in the PANOSC search API as well as register the repository in OpenAire
(https://www.openaire.eu)).

ESS

ESS is currently being constructed and currently has no operational beamlines, data has however been
produced at other facilities in conjunction with testing of detector prototypes, developméthe control
software and through similar activities. This data has been stored in our metadata catalogue SciCat
(https://scicat.ess.ely and made available to OpenAire and B2Find through the-R®I interface.
Discussions are ongoing with B2Find to improve the metadata mapping to expose more domain specific
information. Finally the search ARittfs://scitest.esss.lu.se/panosexploren has been fully carected to

the live SciCat instance and is making 2895 datasets explorable.

ILL

The data catalogue of the ILtttps://data.ill.fr) provides access to both embargoed and open data. A search
interface allows users to obin metadata concerning proposals based on proposal ID, instrument, reactor
cycle and also more open, fiéxt searches. We use DataCite as the registration agency of DOIs for the data
and the data catalogue has been registered with Re3Data since 2016
(https://www.re3data.org/repository/r3d100012072

The ILL provides an GRMH endpoint that enables harvesting of metadata of the available open data
(https://data.ill.fr/openaire/oai). Currently metadata concerning more than 1500 proposals since 2013 is
available through this endpoint. The registration of this endpoint in OpenAire is currently in progress.

Concerning the Search APl of WP3, at tésiplementation endpoint has been provided
(https://data.ill.fr/fairdata/api). This endpoint currently serves metadata related to 250 proposals that have
Open Data. The full implementation of the Search(fRlviding unauthenticated access to the metadata of
all ILL open data) is currently in progress.
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XFEL

European XFELhtfps://www.xfel.eu/), has currently 6 scientific instruments, which are performing
experiments sioe late 2017. Their metadata are stored in MyMd@ps://www.xfel.eu/), the metadata
catalogue used within European XFEL.

The data and metadata information is made available to the experiment team immediately afteisda
taken, MyMdC used to store the metadata and provide the necessary access to the data files. In accordance
with the European XFEL Data Policy
(https://www.xfel.eu/users/experiment support/policies/scientific _data policy/index eng.Btndata and
metadata have a default embargo period of 3 years, during which access is restricted to the experimental
team. After the embargo period data and metaddtecame public, being possible for external people to
request access to it.

European XFEL is currently providing, upon request, DOIs for their experiments (under DataCite prefix
10.22003). It is foreseen that soon DOls will be generated automaticall flexperiments on the last day
of the experiment, making at that moment some of the experiment metadata publicly available.

European XFEL metadata provides RESTful APIs that allow their metadata to be queried, including a good
percentage of the "SearchPA' defined within WP3. The current list of implemented methods can be found

at https://in.xfel.eu/metadata/apidocs/index.html This endpoint currently serves metadata related to all
Open Daa (and embargoed) experiments, provided that valid authentication is provided. The full
implementation of the Search API (providing unauthenticated access to the metadata and extra fields not yet
implemented in MyMdC like Technics) is currently in progress

Concerning the MyMdC ORMH endpoint, it is currently under development. This endpoint will allow
external providers to harvest only the metadata of the available open data experiments
(https://in.xfel.eu/metadatq.

Finally, for the purposes of the demonstrator, 6 real use cases (and respective realeiaayepared and
exposed to the demonstrator (currently availableGitHub projec).

Progress on controlled vocabularies (Ontologies)

The search API and its Data Model as described in the previous deliverable D3.1 and figure 2 provides a
number of properties to search and filter on. These cover a largefdbe anticipated searches. In the work
package there is a task to develop controlled vocabularies for additional use cases that do not have defined
properties in the Data Model. These are explicitly:

1 Roles

9 Techniques

 Parameters

The possible entries fadhose properties need to be narrowed down and aligned between the facilities, so

11
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that a search for a given common parameter will give all possible results from all partnadslition, the

ltL Ffa2 ¢g2ddR tft2g | O02YVY20¢éOdMNKEASY | AB Q&Y ¥RIRS
common scope, though and will be maintained independently by the facilities.

As part of the activities to develop and test the search demonstrator we have collected or gained access to a
set of datasets per partnewith metadata that is representative for content that can be made accessible at

the moment. A survey of the available information provided valuable input to a draft definition to choose
common names for. As a first result the survey validated the choitieeoAPI and Data Model by finding

among the top common properties:

sample name

sample description

dataset name

investigation title

start and end dates

abstract

Lff 2F GKAOK YILI GNAGALIfEe Ayd2 5FaGF aARS IO LINEBILISHN,

=A =4 =4 =4 4 =4

Roles

For roles of a@rson associated with a datagée survey found a relatively diverse set of names and concepts
between data catalogues at partners. Some had no roles mapped. It was relatively simple to come up with a
draft of a common sheme that everyone might be able to successfully map into, though. The resulting roles
would be:
Principal Investigator(principal_investigator} the person that submitted the beamtime proposal
and is the administrative responsible for the experiment dathset(s). Often that role is limited to
a single person, but there is no guarantee that has to be the case.
Local contacflocal_contact) a person responsible for the local equipment at the photon or neutron
facility, often the beamline or instrumerstcientists. Someone that might help with some aspects of
data analysis or instrumental effects or aspects in the data. This can be more than one person.
Experimenter(experimenter) a person that was involved in performing the experiment. Often a
personKlF G ¢l & LIKeaAOlrtfte LINBaSyidiod ¢KAa Oflaa AyoO
facilities differentiate and would be assigned to the person leading the group of experimenters
attending the measurement.
Collaborator (collaborator)- a person hat is associated with the datasets in a different way. For
example a user that just mailed in a sample and got given access to the resulting data without ever
performing the measurement might fall into this category.
These four roles should form the stiig point of a common mapping, which the demonstrator will
help to evaluate and verify. The suggested spelling in brackets follows Python naming conventions
(snake_case).

Parameters

Parameters in the API Data Model can be associated with Documents same@aln the latter case they
can describe properties of the Samples, or Instrument (or both). The survey of submitted parameters found
a varying degree of metadata availability from the facilities. Some datasets had only two or three Parameters

12
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associaed with a dataset, others had dozens of k&fue pairs. To come up with a common initial set to
curate data on we established the following criteria:
9 Parameters need to be presented in training data from at least one factlitis excludes future
parameers from the discussion that do not provide immediate value
9 Parameters need to be interpretable on their own, without secondary informationthe future
combined searches may make this a noticeable limitation
9 filtering on the Parameter would be a vahla search criterion for a person not involved in the
original data collection this for the moment excludes many diagnostics parameters, which can still
be accessed, but will at the moment not receive a standard mapping

With those limitations in place &only extracted the following candidates for the initial round of mappings:
1 wavelength or photon energy
1 sample chemical formula
1 sample temperature
1 sample pressure

While this looks like a short list, one has to keep in mind that changing and verifyingatty@ing of these
parameters consistently can require a large amount of manual or-aatimated work at the facilities when
historic datasets need to be curated and changed. The discussion also already highlighted a number of issues
that can be solved othese five examples now, that any future mapping will benefit from. One is the issue

of unit conversion, that the API already supports. The supported conversions do not include the change from
wavelength to photon energy, which will require special treatitndspecially if we also want to support a
potential conversion to neutron energy. It was also highlighted that legacy data often would have unknown
or inconsistent units applied, which prevents any automatic mapping. In additiatcthing the values isom-

trivial considering values are often stored as strings, get converted to floating point numbers with limited
precision and then undergo arithmetic processing due to the potential unit conversions. So even an exact
match needs to allow some fuzziness.addition for many experiments the metadata recorded does not

refer to a single value, but a range. That is the case when the values represent scans of values, parametric
measurements and the like. We may need to add special treatment for that into FHeoAthe local
implementations.

Techniques

ExPaNDS have been working closely with PaNOSC on the Experimental technique ontology, especially by
defining the terms that should be available in the controlled vocabulary. For the experimental techniques,
the idea was to use atomic classes to describe the techniques, here are the four main classes: experimental
physical process, experimental probe, functional dependence and technique purpose (naming may change
after consultation with all PaNOSC/ExPaNDS pannEech class will be defined as a hierarchy/taxonomy.

This is work in progress. Once available the added classification can be added to the data catalogues and the
search can be augmented by the technique filter, without any modification to the API.
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Overview of the Demonstrator
Implementation

General Overview and Considerations

The REST framework LoopBack was chosen for the implementation of the search API and is also part of the
solution stack for the federated search service. LoopBack is a matureSojpiece project that is backed and
maintained by IBM, this should give it a level of sustainability for the future. It is following the REST
architectural style, it also has a number of features built in such as JSON filters, ordering, pagination and
authertication. The subset of features from LoopBack that has been used has been documented in detalil
below, this enables other REST frameworks to be used for the local implementation (adaption to the facility
data catalogue), as long as they adhere to the djgetdocumentation. In addition to documenting the API

a test harness has been developed that can be used to verify any implementation.

Results from individual APl endpoints are returned with a score that is determined by each facility. The
demonstrator ugs this score in the aggregation process to sort the full set of results of all the sites. No
specific logic is embedded in the demonstrator application to provide its own scoring mechanism.

The federated search demonstrator repository is available GitHub at https://github.com/panose
eu/searchapi/tree/dev/federated_search_apiAnyone trying to use or implement it can raise issues and
submit pull requests there.

Data Madel

Classes that may be returned by API calls have an id property allowing reference to them in subsequent calls
like GET /datasets/{id}. This id may be an internal identifier of the local metadata catalogue. It should be
considered ephemeral and shouldtrize retained by the client beyond the current session. Some amount of
effort should be taken by the server to make this property globally unique to prevent clashes. The value
should be restricted to the characters9Zaz_.~. Future versions of the ARlay pose more stringent
restrictions on this property for federation purposes.

Some classes havepl property. This is a persistent identifier that is supposed to not change over time and
may be stored in the client for later referral. It also allowsssrreferences to objects in remote repositories.

The value should beaell-establishedoersistent identifier such as a DOI, a Handle, an ORCI@ a ROR.

If such a PID is not available for the object, a locally assigned identifier in the metaddtyuatss
acceptable, as long as it is guaranteed to be stable.

As each site willgenerafid Q& AYRSLISYRSy Gt & GKSNB A& I NR&l F2NJ
pid . To ensure that this does not happen the convention was used that eachpsitet®ntains a prefix that

is used when responding to queries from the federated search. This convention is to be superseded by an
algorithmic solution in later versions of the federatsehrchservice.

Units and Conversions

Measurement values and theissociated units must be first class citizens in a data catalogue and a search
API. The adequate choice of units for a particular quantify, experiment and sample is important to the user
carrying out the experiment. Users would like to see the units aysal back to them how they were entered.
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So storing everything in Sl units is not acceptable. That does have implications on the search. Just matching
values in the database engine would be easy, but there is no universally accepted choice of unitsd-or th
reasons conversions need to be performed on the fly.

The choice of which units to be supported in the search was created based on observations from current
metadata catalogues and domain knowledge. When supplying units in a parameter query, theygqwahtit

be converted for comparison with the value stored in the database. Before returning the results, the relevant
quantity is converted to the unit supplied by the user in the query example when querying a parameter

using keV, the keV quantity Wile converted and compared to the value stored in the database. Results will
also be returned in the same unit that the user provided in the query, in this case keV. This enables the user
to easily compare the results of the search with their filter, bl#o to sort results by that parameter. The
functionality for this is provided by the math.js library (https://mathjs.org/), which also includes support for
the chosen units and prefixes.

Support for searching ranges of a value is included, this will enaddrs to specify a specific range a
parameter needs to reside between. This is essential as filtering metadata values after conversions with exact
matches with only work in a few cases. How this is specified in the API is borrowed from loopback and
illustrated in the example use cases below.

At the moment, unit conversion is handled at the providers as part of the original search APl implementation.
Further investigation is needed to determine whether some of the logic behind unit transformations is
worthwhile to be moved to the federated search service.

Architecture
The general architecture of the federated search service is shown in Figure 3.
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Figure 3: Federated search demonstrator architecture.
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The architecture as illustrated here refines the onewhon Figure 1, most importantly the internals of the
federated search API server. The server has a startup parameter for the list of providers to which the queries
have to be forwarded, and from which results have to be collected. The list of providerstdze changed

during the operation, the server must be restarted to modify this list.

The federated search server has three main functional components:
Search API servic@his service exposes the same API as the search providers. It accepts quearies fr
the clients, then forwards these queries to the query transmitter component. Then it collects the
results from the aggregator component through a callback mechanism and sends the results back to
the clients in json format.
Sourcehttps://github.com/panoseeu/searchapi/blob/dev/federated search_api/seareh
api/server/server.js

Query transmitter. The transmitter component forwards the querg tach of the configured
providers in parallel. The original query as formulated by the client is forwarded to the providers,
because the federated search and the search providers have identical interfaces.
Sourcehttps://github.com/panoseeu/searchapi/blob/dev/federated search_api/seareh
api/server/connectors/distributedConnector.js

Aggregator The aggregator componereceives and combines the intermediate results into the final

result based on the type of the query and sends it to the search API service through a callback. Each
NEO2NR FNBY | LI NIAOdzt I NJ LINE @A RSNJ A &e sbufcdad S E !
the record.

If the result of the input query is a list (concatenated from the result lists of the providers), then it
sorts the result based on the score parameter in descending order. If the query requests for the count

of the relevant itemsthen it returns the sum of the counts returned by the providers.
Sourcehttps://github.com/panoseeu/searchapi/blob/dev/federated searchapi/search
api/server/aggregator.js

The federated search service has been implemented using the LoopBack 2.42.0 framework and NodeJS 10.
The demonstrator in its present form contains only a limited number of sanity checks regarding possible
network erra data consistency conditions. A production ready version needs to be enhanced with more
elaborate network handling and error handling in general. Also, the test data volumes for the demonstrator
have been very low, it is expected that higher volumes megsdme architecture changes (e.g. caching) to
provide acceptable redalme performance.

Example Queries

Like for the description of the end points of the search API, the demonstrator search API on GitHub has been
complemented with a few datasets that #lnate search use cases we intended to address. Test cases on the
demonstrator API ensure the correct results are returned. This test harness can also be run against other
implementations for verification.

A list of example queries can be found on the pobj confluence page:
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https://confluence.panosc.eu/display/wp3/Demonstrator+test+casesme examples are given below as
well.

Example 1: Search for documents with a titlei@dn A y Ny 2 € & -

CKAE SEFYLXS aK2ga | &aSINDOK F2N REGEYS yaig? sK2ARY S
returned that are from the same provider (facility). The score field is set to zero by all providers in the current
implementation.

Endpont: GET/Documents
Filter: {"where":{"title":{"like":"X -ray"}}}
Expected response:

[

{
"pid": "10.16907/7eb141d3 - 11f1 - 47a6- 9dOe- 76f8832ed1b2",

"isPublic": true,
"type": "publication”,
"title": "Micrometer - resolution X  -ray tomographic ima  ging of a complete intact post
mortem juvenile rat lung",
"score": 0,
"provider": "http://psi - provider:3000/api"
b

{
"pid": "10.16907/c01b594e - e42e- 45f9 - 913e- 5001fd283aee",

"isPublic": true,
"type": "publication",
"title":  "Syn chrotron radiation X -ray tomographic microscopy datasets for
Atlantocarpus, Lambertiflora and Mugideiriflora from the Early Cretaceous of eastern
North America and Portugal",
"score": 0,
"provider": "http://psi - provider:3000/api"
}

Example2w S i NA S@S R2O0dzySyda NBfIFGSR G2 a! 2!
This example has the same structure as the previous one, but uses a different substring to search for. This
time one document is returned, and we assume the user is interested in the datasets that belong to thi
document, so the next example retrieves these.

Endpoint: GET/Documents
Filter: {"where":{"title":{"like":"AWA RF"}}}
Expected response:

[

{
"pid": "10.16907/fd7d6880 - 7a0f - 4b52- 942d- 35e23b77d0dc",

"isPublic": true,
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